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Abstract

In this paper, we study the effects of urban design on pollution and welfare. We build a theoretical model of residential choices with pollution externalities arising from commuting, where the size of the central business district (CBD) and the demand for housing are endogenous. We show that a polycentric city is desirable from welfare and ecological perspective, provided that travel speed and/or the number of roads directly connected with the CBD are sufficiently high. The spatial extension of cities remains the critical variable to curb transport-related urban pollution.
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1 Introduction

According to the Department of Economic and Social Affairs of the United Nations (United Nations, 2014), the global urban population has exceeded the rural population since 2007, amounting to 4 billion persons in 2014. Moreover, forecasts are consistent with skyrocketing urban growth in which 66% of the world population will live in an urban area by 2050. A striking feature of urban development is that the average floor space per capita tends to increase strongly and the spatial extension of a city increases more than proportionally with population size. For instance, the average living space per capita increased by 80% in the US between 1975 and 2005 (Calwell, 2010 and Xue et al., 2014). A similar trend is also observed in European countries (Naess and Vogel, 2012) and OECD countries, where the average dwelling size increased by 10% between 1990 and 2004 (Birol F., 2007). One consequence of the growing urban population and housing size per inhabitant is the spread of urban areas into rural areas (urban sprawl) in such a way that the spatial size of cities rises more than proportionally with their number of inhabitants. For example, the land allocated to residential areas increased by 48% between 1976 and 1992 in the US, while the urban population increased by 18% (Overman et al., 2008). Hence, distances traveled within urban areas rise strongly when the urban population grows because the land area assigned to these cities expands.

As improvements in energy efficiency are likely to be insufficient to stabilize the pollution level associated with the transport of people within cities (European Environment Agency, 2007), policy makers and urban planners need to consider other initiatives to mitigate urban pollution. As noted by Floater et al., (2014) and Burgalassi and Luzzati (2015), the environmental impacts of urbanization may depend on differences in spatial structures and their dynamics. In other words, urban forms play a key role in the carbon emissions. For instance, for a given population, higher population density is associated with lower levels of emissions (Glaeser and Kahn, 2010; Zheng et al., 2011). By increasing the share of public transport, high density induces relatively low carbon emissions. In addition, an important factor of transport demand is the imbalance of housing vs. jobs, that is, the distance between dwellings and workplaces (Bento et al., 2005). Longer commuting flows are caused by the development of jobs in the inner city while workers live farther away from the city center. The decentralization of jobs through the creation of subcenters within a city (i.e., the formation of a polycentric city) may also be a strategy to reduce the amount of commuting and improve global welfare (Gaigné et al., 2012). Public authorities may control the intra-city distribution of firms to decrease the average distance traveled by workers.

From the ecological and economic efficiency viewpoints, the polycentric city is seductive at a first glance (Anas et al., 1998; Bertaud, Lefèvre and Yuen, 2011). Because there are many job centers, the average distance between a household’s residential place and workplace is expected to be shorter than the corresponding distance in a monocentric city. Hence, the development of secondary business districts would decrease the total distance traveled by

---

1 An other important drawback of urbanization is that it positively affects the level of greenhouse gas (GHG) emissions through the growth of the energy services required for lighting, heating, and cooling (Hoornweg et al., 2010).

2 The decentralization of jobs in a few subcenters within cities is observed in London, Paris, Los Angeles and even Mexico, which have become polycentric cities in the past few decades (Storper, 2013).
workers and, in turn, shrink carbon emissions due to a lower traffic volume and land rents (see Gaigné et al., 2012; Legras and Cavailhès, 2016). However, when assessing the impact of decentralization of jobs on carbon emissions, the existing literature has failed to address a major issue. Indeed, the housing size is assumed to be given, so the population density is constant. Instead, the effects of urban spatial structure should be analyzed within a framework in which housing size is endogenously determined in response to the location of jobs and land rents. Urban housing size cannot be considered independently from the urban form³.

The objective of this paper is to assess the impacts of job decentralization on transport-related pollution and welfare when housing size reacts to a change in workplace location. Some studies provide the theoretical micro-foundations of the formation of polycentric cities when the housing size is endogenous (Fujita and Ogawa, 1982; Anas and Kim, 1996; Lucas and Rossi-Hansberg, 2002). However, they do not study the impact of the emergence of polycentric cities on urban pollution and welfare. To reach our goal, we develop a model in which housing demand and job decentralization are endogenous. Our framework differs from Fujita and Ogawa (1982) and Lucas and Rossi-Hansberg (2002) because we abstract from the labor market by assuming that wage rates in the inner city and in the subcenters are given. However, our model delivers full analytical solutions and captures in a simple way (i) the fact that population density is higher in the central city than at the city outskirts, in accordance with the empirical evidence; (ii) the fact that the share of jobs established in subcenters grows with city size and lowers commuting costs and (iii) the basic trade-off between long/short commutes, low/high land rents, and high/low housing size.

We argue that developing subcenters within cities, that is, evolution toward a polycentric structure, is not necessarily the best strategy to reduce commuting flows and to improve welfare. Our analysis relies on the following trade-off. On the one hand, for a given population density, the average distance traveled by workers shrinks when the city shifts from a monocentric structure to a polycentric configuration. Hence, for a given housing size, job decentralization within cities decreases carbon emissions by making commuting trips shorter. This is true as long as the city border remains unchanged. On the other hand, the average housing size would increase when jobs are located on the edge of the city since the average price of land diminishes. As a consequence, the city border expands away from the city center and the average commuting distance may rise. The increasing housing demand may therefore counteract the positive effects of the emergence of secondary business districts on commuting distances and carbon emissions.

Indeed, the net effect of this development on welfare depends on the characteristics of the transportation network within the city. More precisely, when housing size adjusts to urban forms through a change in land rents, a polycentric city is not desirable from welfare and ecological viewpoints when average travel speed and/or the number of roads directly connected with the inner city are low. More generally, our results show that the evaluation of urban policy effect on pollution emission needs to consider the long-run adjustments in housing size and density. In a different context, Arnott (1979) and Borck (2016) find that the impacts of transport policies and building height restrictions differ when housing size

³Legras and Cavailhès (2016) consider three different lot sizes. However, the authors assume that lot sizes are exogenously given and disregard their effects on welfare.
Our analysis can also explain why the effects of employment decentralization in polycentric metropolitan areas on the patterns of commuting differ across empirical studies. For example, Giuliano and Small (1993) find that the decentralization of jobs shortens commuting trips, whereas Aguilera (2005) shows that polycentric cities cause potentially higher commuting distances than monocentric cities. Therefore, the spatial extension of cities remains a critical variable to curb transport-related pollution.

The paper is organized as follows. In the first section, we describe our model. We discuss the levels of welfare and pollution when the city is monocentric in Section 3 and when the city is polycentric in Section 4. The last section concludes.

2 A simple model

Our framework extends the model developed in Cavailhès et al., (2007). Lot size is endogenously determined within a city endowed with $L > 0$ workers. They are free to choose their residential location and their workplace and can consume two goods: land, which is used as a proxy for housing, and the numéraire\(^4\). Urban land is exclusively devoted to residential purposes – firms do not use land and therefore do not compete for it – and transportation capacity is supplied without land. Workers travel only for commuting purposes\(^5\). We also assume that there is no vacant land at the residential equilibrium.

The city is endowed with $m \geq 1$ residential areas, which are connected only to the central business district (CBD). Formally, the city is described by $m$ one-dimensional half-lines sharing the same initial point $x = 0$. Distances and locations to the CBD are expressed by the same variable $x$ measured from 0. Hence, the city is characterized by a hub-and-spoke transportation network in which $m$ is also the number of spokes. Such a spatial representation of the city allows us to study the role of the transportation network structure in the efficiency of urban forms. The city is assumed to be symmetric around the CBD. The limit of the city in each residential area is given by $y$ so that the total residential area is $my$. Firms are located either in the CBD or in a secondary business district (SBD). Each residential area/spoke hosts at most one SBD. The location of the SBD $z_p$ along each spoke is determined endogenously.

Workers share the same quasi-linear utility function, given by

$$U = q + \sqrt{h} - \mu E,$$  \hspace{1cm} (1)

where $q$ is the consumption of the numéraire, $h$ is the consumption of housing floor space, and $E$ is a negative externality related to the total emission of pollution at the city level generated by commuting flow. $\mu$ captures the magnitude of the disutility arising from urban pollution. Our utility function assumes that the demand for housing does not vary directly with income. As we will see below, the bid rents offered by workers depend on income due to commuting time such that income affects a worker’s residential choice\(^6\).

\(^4\)For simplicity, we assume that land is owned by absentee landlords.
\(^5\)We neglect shopping and leisure trips in that framework. According to CGDD (2010) for France and AASHTO (2013) for the US, commuting trips represent approximately 1/4 of total local trips for households.
\(^6\)Using a Cobb-Douglas utility function does not qualitatively change our results.
We consider that $E = \varepsilon C$, where $C$ is the sum of the distance traveled by workers and $\varepsilon$ is the amount of carbon dioxide generated by one unit of distance traveled by a worker. The value of $\varepsilon$ depends on the technology used (less-fuel-intensive and non-fuel vehicles, eco-driving and cycling) and on the commuting mode (public transportation versus individual cars). For simplicity, we assume that $\varepsilon$ is a given parameter that is independent from city size and compactness\textsuperscript{7}. Because the terms $\mu$ and $\varepsilon$ will always appear together throughout this paper, we find it convenient to set $\zeta \equiv \varepsilon \times \mu$.

The time constraint of a worker located at $x$ is given by

$$1 = T + \tau |x - z_i|,$$

(2)

where $T$ is the amount of labor time $T$ and $\tau |x - z_i|$ is commuting time from her residential location $x$ to the location of the business district $z_i$ with $z_i = 0$ (resp., $z_i = z_P$) if her job is located in the CBD (resp., SBD)\textsuperscript{8}. Hence, $\tau > 0$ is the exogenous time spent per unit of distance. As a consequence, the parameter $\tau$ can also be interpreted as the inverse of average travel speed in the city. The budget constraint of a worker located at $x$ can be written as follows:

$$\omega_i T = q + \frac{R(x)}{\delta(x)} h(x) + t(x),$$

(3)

in which $\omega_i$ is the wage rate per time unit with $\omega_i = \omega_0$ (resp., $\omega_i = \omega_P$) if her job is located in the CBD (resp., SBD). The wage rates are treated as exogenous parameters and could vary across business districts within the city, in accordance with empirical evidence (Timothy and Wheaton, 2001). The parameter $t(x)$ represents the pecuniary costs of commuting between one’s workplace and one’s residence\textsuperscript{9}, and $R(x)$ is the land rent at $x$. Because $\delta(x)$ is the housing floor space per unit of land at distance $x$, $R(x)/\delta(x)$ is the price per floor space unit paid by a consumer living at $x$. Accordingly, in a competitive market framework, the household that makes the highest bid gets the housing at $x$, in line with Alonso (1964). Without loss of generality, we assume that $t(x) = 0$ and $\delta(x) = 1$. Hence, workers face a trade-off between the level of land rent to pay, the commuting costs (measured as the opportunity cost of time) and the size of their housing.

Utility (1) maximization under the budget constraint (3) leads to the individual demand for housing

$$h(x) = \frac{1}{4R(x)^2}.$$  

(4)

As expected, the housing size at $x$ decreases with the price $R(x)$ paid by a consumer to reside at $x$. It follows that we abstract from a direct effect of income on the demand for housing. This point is discussed below. As a result, the indirect utility is given by

$$V(x) = \omega_i (1 - \tau |x - z_i|) + \frac{1}{4R(x)} - \zeta C,$$

(5)

\textsuperscript{7}Because collective forms of transport are more viable in larger and/or more compact cities, one would expect $\varepsilon$ to be a decreasing function of city size and/or compactness. Although we treat $\varepsilon$ as a parameter, we will discuss what our results become when $\varepsilon$ varies.

\textsuperscript{8}In this context, time granted to leisure activities is excluded without loss of generality.

\textsuperscript{9}Fuel, maintenance and insurance costs of car owners.
in which we have plugged (3), (2) and (4) into (1). Note that high land rents induce low housing size per resident at each location, given the exogenous supply of housing floor space. The indirect utility depends on the pollution externality associated with commuting flows $\zeta C$, as well as the income net of commuting time cost and land rents $(\omega_i(1 - \tau |x - z_i|) + 1/|4R(x)|)$. The latter term is called private welfare because it corresponds to the consumption of private goods. Private welfare is driven by the urban spatial structure, which is determined endogenously regarding the locations of SBDs and city limit.

3 The monocentric city

We begin with a spatial structure commonly used in the urban economics literature: the monocentric city. There is a single business district (the CBD). Workers choose their living place within the city to maximize their utility, such that their residential choice depends on the price paid for housing, the size of housing and commuting time. At the city equilibrium, each worker maximizes her indirect utility (5), and markets clear. The opportunity cost of land is $R_A$ at the fringe. The equilibrium land rent at each location is given by $R(x) = \max \{\Psi(x), R_A\}$, where $\Psi(x)$ is the bid rent. Given $V(x)$, the bid rent must solve $\partial V(x)/\partial x = 0$. At the city equilibrium, all workers reach the same indirect utility level. Accordingly, the distribution of urban dwellers is such that $V(x) = V(y)$ regardless of $x$ and $R(y) = R_A$. Hence,

$$V(y) = \omega_0 - \omega_0\tau y + \frac{1}{4R_A} - \zeta C. \quad (6)$$

and the bid rent function is given by

$$\Psi(x) = \frac{R_A}{1 - 4\omega_0\tau(y - x)R_A}, \quad (7)$$

so that the individual demand for housing at the equilibrium is given by

$$h(x) = 4\left[\frac{1}{4R_A} - \omega_0\tau(y - x)\right]^2. \quad (8)$$

In equilibrium, the land rent depends on the housing floor space per unit of land, the opportunity cost of land, the wage rate, the time spent per unit of distance for a commuting trip within the city and the location $x$. The land rent decreases with respect to the distance $x$ from the CBD. Meanwhile, the housing demand increases. Given the housing floor space per unit of land, the housing size increases as the distance from the CBD increases. As each household reaches the same utility whatever her/his location $x$, there is a trade-off between the rent cost and housing size. Notice that the bid rent equals the opportunity cost of land $R_A$ when a worker is located at the city border ($x = y$). The size of housing achieves its maximal value at the city limit.

The city border $y$ solves the total population constraint given by

$$L = m \int_0^y l(x)dx \quad (9)$$
in which \( l(x) \) is the population density at \( x \) with \( l(x) = 1/h(x) \). Solving (9) by using \( l(x) = 1/h(x) \) and (8) implies that the equilibrium city border is given by

\[
y_M = \frac{1}{4R_A} \frac{L/m}{R_A + \omega_0 \tau L/m},
\]

(10)

when all jobs are located in the CBD (see Appendix A for the details). It is straightforward to check that the city border decreases with respect to income \( \omega_0 \) and the commuting time per unit of distance \( \tau \) as the opportunity cost of travel time increases. Under this configuration, the workers have an incentive to live close to the CBD, rising the land rent and, in turn, reducing the average size of housing. Increasing the number of residential areas around the CBD \( (m) \) makes the city more compact, as the city border shrinks.

Inserting (10) in (6) yields the individual welfare in equilibrium

\[
V_M = \omega_0 + \frac{1}{4R_A} \left( 1 + \frac{\omega_0 \tau L}{mR_A} \right)^{-1} - \zeta C_M,
\]

(11)

when the city is monocentric, where \( C_M \) is the total distance traveled by commuters within the city with

\[
C_M = \frac{m}{4\omega_0 \tau^2} \left[ \ln \left( 1 + \frac{\omega_0 \tau L}{mR_A} \right) - \frac{\omega_0 \tau L}{mR_A + \omega_0 \tau L} \right].
\]

(12)

The details of the calculations are reported in Appendix B. Some standard calculations reveal that an increase in the population size increases total distance traveled by workers as the city border increases. As households face higher land rents when the city limit expands (see (7)), the demand for housing diminishes near the city center. As a result, the population density increases, even if a fraction of workers relocate farther away from the CBD. However, the individual welfare decreases with population size as long as the wage rate remains unchanged. Having a growing population therefore has two negative effects. First, it reduces private welfare because the land rent increases. Second, it induces longer travel distances and more pollution, which negatively affects the global welfare\(^{10}\).

It should be noted that, if a lower travel speed (or a higher \( \tau \)) generates a more compact city (i.e., the distance traveled by the urban workers living furthest away decline), the effects are ambiguous on welfare \( V_M \) when transport-related pollution affects utility. As in the standard urban model, the net income of workers decreases with commuting time without pollution. In contrast, the total distance traveled by commuters decreases with commuting cost \( (dC_M/d\tau < 0, \text{see Appendix B}) \). Indeed, workers have a clear incentive to move closer to the city center when commuting cost increases, as households dislike spending time commuting. In this case, the average size of housing decreases, implying a fall in commuting flows and, in turn, in transport-related emissions.

The number of roads directly connected to the CBD \( (m) \) may also be a tool to improve the efficiency of the city. A higher \( m \) reduces the distance traveled by the urban worker living furthest away \( (y_M \text{ decreases}) \). For a given housing size, more roads connected to the CBD make the city more compact and reduce pollution. However, when the housing size adjusts,

\(^{10}\)Note that the population increase has no effect on wage rates and on the diversity of goods available in the city.
the effect is ambiguous on \( C_M \). Indeed, the total residential area of the city (measured by \( my_M \)) or the average size of housing increases with the number of roads, which implies that the total distance traveled by commuters increases (\( dC_M/dm > 0 \), see Appendix B). In contrast, private welfare increases with the number of residential areas.

To summarize,

**Proposition 1.** Assume a monocentric city. Higher travel speed (lower \( \tau \)) or more roads directly connected to the CBD (higher \( m \)) improves private welfare but magnifies the negative externality arising from transport-related emissions.

### 4 The polycentric city

In this section, we determine the spatial equilibrium when a share of firms can be located in the SBDs. Individuals choose their workplace (CBD or SBD) for given wages and land rents. At the spatial equilibrium, no worker wants to change her working place or residence. The distribution of workers is such that \( dV(x)/dx = 0 \). Both the CBD and the SBDs are surrounded by residential areas occupied by consumers. All the land is used for housing over the interval \([0, y]\). Denote by \( \hat{z} \) the right endpoint of the residential area formed by individuals working in the CBD (or, equivalently, the left endpoint of the residential area formed by individuals working in the SBD, see Figure 1). We assume, without loss of generality, that the SBD is located in the middle point of the residential area in which the individuals work in the SBD. There is no reason why the distribution of workers around \( z_p \) should be not symmetric. Hence,

\[
z_p = \frac{\hat{z} + y}{2}.
\]

Therefore, the bid rents at \( y \) and \( \hat{z} \) are equal and reach the opportunity cost of land \( R_A \).

**Size of SBDs, housing size and city limit.** The worker living at \( \hat{z} \) is indifferent between working in the CBD or in the SBD, which implies

\[
\omega_0(1 - \tau \hat{z}) = \omega_P[1 - \tau(z_p - \hat{z})].
\]

We assume that \( \omega_P = \mu \omega_0 \) with \( 0 < \mu < 1 \), which measures the magnitude of the spread between the two business districts. Empirical evidence shows that firms are able to pay lower wages in SBDs. For example, Timothy and Wheaton (2001) report large variations in wages according to intra-urban location (15% higher in central Boston than in outlying work zones, 18% between central Minneapolis and the fringe counties). According to Baum-Snow and Pavan (2012), agglomeration economies arise mainly within the central city, which explains why the wage rate is higher in the CBD. In addition, even though the wage rate is lower in the SBD than in the CBD, the former remains attractive because the wage net of commuting cost (for the worker) may be higher in the SBD than in the CBD.

Hence, the location of the worker being indifferent between working in the CBD or in the SBD located at a distance \( z_p \) from the CBD is given by,

\[
\hat{z}(y) = \frac{2(1/\mu - 1) + \tau y}{\tau(2/\mu + 1)},
\]
in which we have inserted $\omega_P = \mu \omega_0$ and (13) in (14). It follows that $\hat{z}$ increases with $1/\mu$. As expected, higher wage rates in the CBD than in the SBD make the former more attractive. The size of the CBD (measured as the number of individuals working in the CBD) increases at the expense of the size of the SBDs. Conversely, a wage decline in the CBD leads to urban sprawl as long as the wage rate in the SBDs is unchanged. Indeed, as the CBD becomes less attractive in terms of relative wage, the demand for housing decreases near the CBD and rises near the SBD. There exists a limit value of $\omega_P/\omega_0$ ($\mu$) below which the city is always monocentric, as given by $\hat{z}(\mu) = y$ or, equivalently, $\mu = 1 - \tau y$. Hence, a polycentric city emerges if and only if $\mu > 1 - \tau y$. The size of the SBD in terms of jobs grows with $\mu$ and reaches its maximum size when $\mu = 1$ (so that $\hat{z} = y/3$). In other words, $y > \hat{z} \geq y/3$.

![Figure 1: Polycentric city configuration](image)

Further, when the city is polycentric, the equilibrium land rent is given by $R_P(x) = \max\{\Psi_0(x), \Psi_P(x), R_A\}$ where $\Psi_0(x)$ (resp., $\Psi_P(x)$) is the bid rent of individuals working in the CBD (resp., SBD). As $\partial V(x)/\partial x = 0$, the bid rents around the CBD and the SBDs are given by, respectively,

$$\Psi_0(x) = \frac{R_A}{1 - 4\omega_0 \tau (\hat{z} - x) R_A} \quad \text{and} \quad \Psi_P(x) = \frac{R_A}{1 - 4\omega_P \tau \left[ \frac{y - \hat{z}}{2} - |z_P - x| \right] R_A}.$$  

The bid rents decrease with the distance to the business districts (see Figure 1). As a result, the equilibrium housing demands for individuals working in the CBD and in the SBD are respectively given by

$$h_0(x) = 4 \left[ \frac{1}{4R_A} - \omega_0 \tau \hat{z} - x \right]^2 \quad \text{and} \quad h_P(x) = 4 \left[ \frac{1}{4R_A} - \omega_P \tau \left( \frac{y - \hat{z}}{2} - |z_P - x| \right) \right]^2.$$  

It is straightforward to check that land rent decreases and the housing size grows when the city becomes polycentric, whereas $y$ is unchanged (see Appendix C). In addition, the bid rents and housing size remain identical for all $x \in [z_P, y]$ when a SBD is created if $y$
is unchanged. Since the land rent declines and demand for housing rises at distances lower than \( z_p \), the urban fringe must move outward when the economy shifts from a monocentric city to a polycentric city. As the population constraint is non-linear, the expression of the equilibrium city border is implicitly defined. In Appendix D, we show that the city limit is such that

\[
\hat{z}(y) \frac{1}{1 - 4\omega_0 \tau \hat{z}(y) R_A} + \frac{y - \hat{z}(y)}{1 - 2\mu \omega_0 \tau [y - \hat{z}(y)] R_A} = \frac{1}{4R_A^2 m}. \tag{17}
\]

Hence, equations (15) and (17) allow us to determine the equilibrium city limit and the equilibrium size of the CBD (in terms of jobs). Notice that if \( z = y \), then we fall back on the monocentric configuration and \( y = y_M \). As a result, if a city becomes polycentric, then \( \hat{z} < y_M \), so that the population constraint can hold. It is also straightforward to check that \( y_P > y_M \) for all \( 0 < \hat{z} < y_M \).\(^{11}\) Hence, as the average land rent decreases, households receive higher utility from larger housing, which explains the lower average population density.\(^{12}\) Consequently, the housing size effect causes a shift in the city limit \( y \). Notice that workers reside gradually closer to the CBD in tinier housing because of their higher value of time when the wage rate in the CBD increases \((1/\mu \) increases).

To summarize,

**Proposition 2.** The demand for housing increases when the city moves from a monocentric configuration to a polycentric one for a given city border. Therefore, the city limit moves outward when the city becomes polycentric in equilibrium.

This proposition shows that it is crucial to capture long-run adjustments in the urban housing market in order to study the effect of urban forms on welfare and pollution. Because the city border increases, the effects of a relocation of jobs farther away from the CBD on commuting distances and, in turn, on welfare are ambiguous. Indeed, we have

\[
V_P - V_M = \omega_0 \tau \left[ y_M - \frac{\mu}{2 + \mu} y_P - \frac{2(1 - \mu)}{\tau(2 + \mu)} \right] - \zeta (C_P - C_M) \tag{18}
\]

where we have used (5) for a worker living at the city border in the monocentric city \((V_M)\) and for a worker who is indifferent between working in the CBD and in the SBD in the polycentric city \((V_P)\). In order to disentangle the different effects at work, we first analyze the case where the wage rates in the CBD and the SBDs are equal. Then, in accordance with empirical evidence, we assume that workers receive a higher wage rate in the CBD than in the SBDs.

**No wage gap between the CBD and the SBDs.** For simplicity, we first consider that \( \omega_P = \omega_0 \) \((\mu = 1)\) so that \( \hat{z} = y/3 \). In this case, the housing size grows at sites close to the CBD \((x \leq \hat{z})\) and sites located between \( \hat{z} \) and \( z_P \) when the city becomes polycentric, whereas \( y \) is unchanged. In addition, the bid rents and housing size remain identical for all

---

\(^{11}\) According to (17), we have \( y(z = 0) > y(z = y_M) \) and \( \frac{\partial y}{\partial z} \bigg|_{z=0} > 0 > \frac{\partial y}{\partial z} \bigg|_{z=y_M} \). In addition, \( y(z) \) has a single extremum when \( z \in [0, y_M] \), which is a maximum.

\(^{12}\) In their urban energy footprint model (UEFM), Larson et al., (2012) demonstrate that a decrease in housing costs also leads to demand for a larger lot size. The structural density is also decreasing, as in our theoretical model.
$x \in [z_P, y]$ when a SBD is created if $y$ is unchanged and there is no wage wedge in the city (see Appendix C).

Using the population constraint (17) and $\tilde{z} = y/3$, the equilibrium border when the city is polycentric is expressed as follows

$$y_P = \frac{1}{4R_A R_A + \omega_0 \tau L/3m} \frac{L/m}{R_A}.$$  

(19)

As expected, the city limit expands when jobs relocate in the SBDs since $y_P > y_M$. The effects of a relocation of jobs farther away from the CBD on commuting distances and welfare are ambiguous. Indeed, the individual welfare is now given by

$$V(y_P) = \omega_0 + \frac{1}{4R_A} \left( 1 + \frac{\omega_0 \tau L}{3mR_A} \right)^{-1} \left( 1 - \frac{2\omega_0 \tau L}{3R_A m} \right) - \zeta C_P,$$

(20)

where $C_P$ is total commuting distances within a polycentric city (see Appendix C for details):

$$C_P = \frac{3m \delta}{4 \omega_0^2 \tau^2} \left[ \ln \left( 1 + \frac{\omega_0 \tau L}{3mR_A} \right) - \frac{\omega_0 \tau L}{3mR_A + \omega_0 \tau L} \right].$$  

(21)

Without pollution externality ($\zeta = 0$), it is straightforward to check that private welfare increases when the city becomes polycentric. Job decentralization leads to lower land rents on average and to higher housing size as the maximum distance traveled by a worker declines. Indeed, the maximum distance traveled between a residential location and a workplace is given by the commuter living at $\tilde{z}$ or at the city border $y_P$. Thus, for an individual working in the SBD, the distance is equal to $\tilde{z} = y_P - z_P = y_P/3$ when the city is polycentric, whereas the maximum distance equals $y_M > y_P/3$ when the city is monocentric. As a result, with no pollution externality, private welfare improves when jobs relocate to the periphery of the city. Indeed, using (22) implies

$$V_P(\zeta = 0) - V_M(\zeta = 0) = \omega_0 \tau y_M \left( 1 - \frac{1}{3} \frac{y_P}{y_M} \right) > 0.$$  

(22)

It follows that if the city border grows in high proportion ($y_P/y_M$ reaches high values), the gain in private welfare is low.

When pollution externality is considered ($\zeta > 0$), the analysis is more complex, as the total distance traveled by workers can increase or decrease when the city becomes polycentric. In Appendix E, we show that $C_P < C_M$ and $V_P > V_M$ if and only if $\omega_0 \tau L/mR_A \equiv \Gamma$ is not too high. The polycentric city makes workers better off if travel speed ($1/\tau$) or the number of roads ($m$) are relatively high in relation to the population size. However, when population size reaches relatively high values ($\Gamma >> 1$), a monocentric city implies a lower total traveled distance and higher welfare than the polycentric city.

The basic intuition is as follows. When the ratio $\Gamma$ faces a steep rise, the city border of the polycentric city increases substantially. Indeed, some standard calculations show that $y_P/y_M = (1 + \Gamma)/(1 + \Gamma/3)$, which increases with $\Gamma$. In other words, when the city becomes polycentric, the city border expands strongly when the opportunity costs of commuting time
and population size are sufficiently high. In a monocentric city, households are located close
to the CBD in tiny housing when the opportunity costs of commuting time are high. In a
City endowed with several SBDs, even though the value of travel time is high, the average
housing size remains relatively high. Indeed, the maximum distance traveled by a worker is
much lower in a polycentric city than a monocentric city (y_P/3 instead of y_M). As a result,
total commuting distances tend to rise strongly in a polycentric city when commuting time
(τ) is high and the number of roads (m) is low. In contrast, the gain in private welfare when
the city adopts a polycentric structure is weak when the city limit expands strongly (see
(22)). Thus, social welfare increases when the city becomes polycentric, provided that the
value of travel time is not too high or that the number of roads directly connected to the
CBD is sufficiently high.

The case where \( \omega_P < \omega_0 \). We now examine the case where \( \omega_P = \mu \omega_0 \) with \( 0 < \mu < 1 \). In
Appendix D, we report the expression of the city border \( y_P(\mu) \). Several standard calculations
reveal that \( dy_P(\mu)/d(1/\mu) < 0 \) evaluated at \( \mu = 1 \). A marginal increase of \( 1/\mu \) leads to a
more compact city as \( y_P(\mu) \) decreases and approaches the CBD limit \( \zeta(\mu) \). Because the CBD
is more attractive when \( 1/\mu \) increases, the residential areas surrounded the SBDs shrink. The
welfare is now given by

\[
V_P(\mu) = \omega_0 \frac{3 - \tau y_P(\mu)}{2/\mu + 1} + \frac{\delta}{4R_A} - \zeta C_p(\mu),
\]

in which the expression of \( C_p(\mu) \) is provided in Appendix F. As the expressions of \( y_P(\mu) \) and
\( C_p(\mu) \) are highly non-linear, we cannot provide an analytical derivation of these properties.
Instead, we present numerical simulations to study the impact of job decentralization on
commuting flow and welfare when the wage rate is higher in the CBD than in the SBDs.
Different numerical simulations are performed. Under the configuration where \( \omega_P = \omega_0 \), the
ratio \( \omega_0 \tau L/mR_A \) plays a critical role, confirming our main results.

In Figure 2, we select the value of parameters such that \( \omega_0 \tau L/mR_A \) is low enough\(^{13}\),
whereas in Figure 3, we consider a case where \( \omega_0 \tau L/mR_A \) is high\(^{14}\). Our simulations confirm
that \( C_P < C_M \) and \( V_P > V_M \) (resp., \( C_P > C_M \) and \( V_P = V_M \)) when \( \omega_0 \tau L/mR_A \) is low (resp.,
high) enough. We report the figures plotting \( C_P \) and \( C_M \) against \( 1/\mu \) (from 1 to \( 1/\mu \)), as
well as \( V_P \) and \( V_M \) when there is no pollution externality (\( \zeta = 0 \)) against \( 1/\mu \). It follows that
the polycentric city is socially desirable as long as the opportunity cost of commuting time
is not too high. Whether a polycentric city is an efficient urban form depends on commuting
costs, the traffic network, and the relative attractiveness of the CBD. To be more precise,

**Proposition 3.** When a city adopts a polycentric configuration instead of a monocentric
configuration, transport-related pollution falls and social welfare rises, provided that travel
speed and/or the number of roads directly connected to the CBD are sufficiently high.

\(^{13}\)We have selected the following values: \( L = 20, \tau = 1/10, \omega_P = 1, \delta = 1, m = 10, \) and \( R_A = 1/4. \)

\(^{14}\)In Figure 2, we have \( L = 20, \omega_P = 1, \delta = 1, \) and \( R_A = 1/4, \) as well as \( m = 10 \) and \( \tau = 1/10. \) In Figure
3, we have \( L = 20, \omega_P = 1, \delta = 1, \) and \( R_A = 1/4, \) as well as \( m = 2 \) and \( \tau = 1. \)
Figure 2: Evolution of the total commuting distances and the private welfare with $1/\mu$ ($L = 20, \tau = 1/10, \omega_P = 1, \delta = 1, m = 10, R_A = 1/4$).

Figure 3: Evolution of the total commuting distances and the private welfare with $1/\mu$ ($L = 20, \tau = 1, \omega_P = 1, \delta = 1, m = 2, R_A = 1/4$.)

**Role of modal choice and congestion. A discussion.** Our model assumes that the utility function depends on a negative externality $E$ in which the carbon emission per unit of distance $\epsilon$ does not vary. As a result, we leave aside the role of population density in carbon dioxide emissions generated by the level of traffic congestion and the commuting mode (Grote et al., 2016; Barth and Boriboonsomsin, 2008). For example, the impact of modal choices on carbon emissions in cities can be substantial, as the use of private cars is the major source of energy consumption, given that private cars are the most widespread mode choice among inhabitants living in low-density urban areas (Breheny, 1995; Rode et al., 2014). In particular, higher urban density yields lower levels of car use and more efficient public transportation.
systems. Therefore, public policies aiming at promoting bigger secondary business districts may conflict with the objective of lower emissions within the city, as a larger CBD provides a denser and a more energy-efficient public transportation system.

Further, our framework disregards carbon emissions stemming from travel speed. We have assumed that travel speed does not vary within the city (our model captures only an average speed). The travel speed in a site depends on traffic congestion within it, i.e., on the number of commuters using the same road simultaneously. The high density of vehicles in a site forces users to reduce their average speed, as maximum road capacity is reached (Small and Verhoef, 2007; Rao and Rao, 2012). Barth and Boriboonsomsin (2008) highlight a U-shaped relationship between carbon emissions and average speed on road segments. When road users suffer from hypercongestion near the city center, carbon emissions are very high because of “stop and go” driving. Hence, a polycentric city would be able to reduce these high levels of road congestion in sites close to the CBD by lowering traffic density near the CBD.

Clearly, additional works are needed to better understand how modal choice and traffic congestion modify the relationship between urban form and social welfare. However, it is quite obvious that travel speed for road vehicles and the number of roads directly connected to the CBD still play a key role.

5 Conclusion

There is a wide consensus regarding implementing new spatial organizations of big cities among politics and urban planners. However, the debate remains complex. Questions regarding the feasibility and the acceptability of these policies and their efficiency remain open. Our paper brings several insights about possible urban policies. We have studied the relationship between urban design, commuting flows, transport-related pollution and welfare in order to assess whether a polycentric city might be a desirable configuration from the viewpoints of economic and ecological outcomes. In our framework, job decentralization within big cities has two opposing effects. On the one hand, we have the direct benefits of the value of induced travel savings for an unchanged residential location. On the other hand, job decentralization modifies residential choice, as land rents decrease on average. Indeed, lower land prices shift the demand for housing upward so that the city border moves outward. As the spatial extension of the city increases, commuting flows and transport-related emissions grow. These indirect costs may be important and, in realistic situations, may be considerably larger than the direct benefits, as suggested by empirical evidence (Veneri, 2010). Hence, a polycentric city is not necessarily the most desirable urban topology to promote. Actually, close scrutiny must be paid to the interplay between the housing demand, travel speed, transportation network structure, and urban pollution stemming from commuting flows. More importantly, the spatial extension of cities remains a critical variable to curb transport-related urban pollution.

Our work highlights the need for a cautious approach to implement policies that would guarantee the sustainable development of a city. This paper also demonstrates the significant role of housing demand on urban structure, which could help in evaluating the efficiency of urban policies. As underlined in Cho and Choi (2014), the desirability of urban forms remains
largely a matter of debate.
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**Appendix**

**A. The equilibrium border with a monocentric city.** The population constraint is given by

\[ m \int_0^y l(x) dx = L. \]

Solving (9) by using (8) leads to

\[ m \int_0^y \frac{1}{h(x)} dx = L. \]

Trivial calculations show that

\[ \int_0^y \frac{1}{h(x)} dx = \int_0^y \frac{4R_A^2}{[1 - 4 \omega_0 \tau (y - x) R_A]^2} dx = \frac{4R_A^2}{4 \omega_0 \tau R_A} \left[ \frac{-1}{1 - 4 \omega_0 \tau (y - x) R_A} \right]_0^y \]

\[ = \frac{4 \delta R_A^2}{4 \omega_0 \tau R_A} \left( \frac{1}{\delta - 4ty R_A} - 1 \right) = \frac{4y R_A^2}{1 - 4 \omega_0 \tau y R_A} \]

so that

\[ y_M = \frac{L/m}{4R_A (R_A + \omega_0 \tau L/m)}. \]

Accounting for the monetary costs of commuting does not qualitatively change our results. Indeed, considering \( t(x) = tx \) with \( t > 0 \) in the budget constraint leads to

\[ y_M(t > 0) = \frac{L/m}{4R_A[R_A + (\omega_0 \tau + t)L/m]}. \]

**B. Commuting in a monocentric city.** The total distance traveled by workers within the monocentric city is given by

\[ C_M = m \int_0^{y_M} x l(x) dx. \]

Inserting \( l(x) = 1/h(x) \), (8), and (10) in \( C_M \) leads to

\[ C_M = m \int_0^{y_M} \frac{4R_A^2 x}{[1 - 4 \omega_0 \tau (y - x) R_A]^2} dx \]

\[ = \frac{m}{4 \omega_0^2 \tau^2} \left[ \ln (1 - 4 \omega_0 \tau R_A y_M)^{-1} - 4 \omega_0 \tau R_A y_M \right] \]

\[ = \frac{m}{4 \omega_0^2 \tau^2} \left[ \ln \left( 1 + \frac{\omega_0 \tau L}{m R_A} \right) - \frac{\omega_0 \tau L}{m R_A + \omega_0 \tau L} \right] > 0. \]
Equivalently, we have

\[ C_M = \frac{m}{4\omega_0^2 \tau^2} \left[ \ln (1 + \Gamma) - \frac{\Gamma}{1 + \Gamma} \right] \]

with

\[ \Gamma \equiv \frac{\omega_0 \tau L}{m R_A}. \]

Trivial calculations show that

\[
\text{sign} \frac{dC_M}{d\tau} = \text{sign} \left[ -(1 + \Gamma)^2 \ln (1 + \Gamma) + \frac{1}{2} \Gamma \right] < 0
\]

as the term in brackets is equal to zero when \( \Gamma = 0 \) and decreases when \( \Gamma \) increases. In addition, we have

\[
\text{sign} \frac{dC_M}{dm} = \text{sign} \left[ (1 + \Gamma)^2 \ln (1 + \Gamma) - \Gamma(1 + 2\Gamma) \right]
\]

where the term in brackets is equal to zero when \( \Gamma = 0 \) and is positive when \( \Gamma > 0 \).

C. Change in housing size when the city becomes polycentric. We compare the demand for housing for a city border \( y \) that remains unchanged when the city is polycentric and monocentric. We show that housing size increases when the city moves from a monocentric configuration to a polycentric configuration. Using (16) and (8), we have

\[ h_0(x) - h(x) = \omega_0 \tau (y - \hat{z}) > 0 \]

for all \( x \in [0, \hat{z}] \). In addition, for all \( x \in [\hat{z}, z_P] \),

\[ h_P(x) - h(x) = \omega_0 \tau (y - x) - \omega_P \tau \left( \frac{y - \hat{z}}{2} - z_P + x \right) \]

\[ = \omega_0 \tau (y - x) - \omega_P \tau (x - \hat{z}) \]

\[ = \omega_0 \tau [y - x(1 + \mu) + \mu \hat{z}] > 0. \]

Indeed, under this configuration, the maximum value reached by \( x \) is \( z_P = (\hat{z} + y)/2 \). As a consequence, the minimum value of the term in brackets is positive because

\[ y - z_P(1 + \mu) + \mu \hat{z} = y - \frac{\hat{z} + y}{2} (1 + \mu) + \mu \hat{z} \]

\[ = (y - \hat{z}) \left( \frac{1 - \mu}{2} \right) > 0. \]

Last, for all \( x \in [z_P, y] \), we obtain

\[ h_P(x) - h(x) = \omega_0 \tau (y - x) - \omega_P \tau \left( \frac{y - \hat{z}}{2} - x + z_P \right) \]

\[ = (\omega_0 - \omega_P) \tau (y - x) \geq 0 \]
D. The city border and commuting flows when the city is polycentric. The population constraint implies

\[
\int_0^\hat{z} \frac{1}{h_0(x)} \, dx + \int_{\hat{z}}^y \frac{1}{h_P(x)} \, dx = \frac{L}{m},
\]

Because of the symmetry around the SBD, we have

\[
\int_{\hat{z}}^y \frac{1}{h_P(x)} \, dx = 2 \int_{z_P}^{y} \frac{1}{h_P(x)} \, dx,
\]

with \( h_P(x) = 4 \left[ \frac{1}{4R_A} - \omega_0 \tau (y - x) \right]^2 \) when \( x > z_P \). Hence, the population constraint is given by

\[
\int_0^{\hat{z}(y)} \frac{1}{h_0(x)} \, dx + 2 \int_{\hat{z}(y)}^{z_P(y)} \frac{1}{h_P(x)} \, dx = \frac{L}{m},
\]
or, equivalently,

\[
\frac{R_A}{\omega_0 \tau} \left[ \frac{-1}{1 - 4\omega_0 \tau (y - x) R_A} \right]_{\hat{z}(y)}^{z_P(y)} + 2 \frac{R_A}{\mu \omega_0 \tau} \left[ \frac{1}{1 - 4\mu \omega_0 \tau [x - \hat{z}(y)] R_A} \right]_{\hat{z}(y)}^{z_P(y)} = \frac{L}{m}
\]

\[
\frac{4 R_A^2 \hat{z}(y)}{1 - 4\omega_0 \tau \hat{z}(y) R_A} + \frac{2}{1 - 4\mu \omega_0 \tau [z_P(y) - \hat{z}(y)] R_A} = \frac{L}{m}.
\]

Using the expression of \( z_P(y) \), we obtain

\[
\frac{\hat{z}(y)}{1 - 4\omega_0 \tau \hat{z}(y) R_A} + \frac{y - \hat{z}(y)}{1 - 2\mu \omega_0 \tau [y - \hat{z}(y)] R_A} = \frac{1}{4R_A^2} \frac{L}{m}.
\]

If \( z = y \), then \( y = y_M \) (we fall back on the monocentric configuration). Hence, equations (15) and (17) allow us to determine the equilibrium city limit and the equilibrium size of the CBD (in terms of jobs). As the population constraint is highly non-linear, the expression of the equilibrium city border is implicitly defined as follows:

\[
\frac{4 R_A^2 (2 - 2/\mu - \tau y)}{4 R_A \omega_0 (\tau y + 2/\mu - 2) - \delta(2/\mu + 1)} + \frac{8 R_A^2 (1/\mu - \tau y/\mu - 1)}{4 R_A \omega_0 (\tau y + \mu - 1) - \delta(2/\mu + 1)} = \frac{\tau L}{m}.
\]

The total distance traveled by commuters is given by

\[
C_p(\mu) = m \left[ \int_0^{\hat{z}(\mu)} \frac{x}{h_0(x)} \, dx + 2 \int_{z_P(\mu)}^{y_P(\mu)} \frac{x - z_P(\mu)}{h_P(x)} \, dx \right],
\]

where

\[
\int_0^{\hat{z}(\mu)} \frac{x}{h_0(x)} \, dx = \frac{1}{4 \omega_0^2 \tau^2} \left[ \ln (1 - 4 R_A \omega_0 \tau \hat{z}(\mu)) - 1 - 4 R_A \omega_0 \tau \hat{z}(\mu) \right]
\]

and

\[
\int_{z_P(\mu)}^{y_P(\mu)} \frac{x - z_P(\mu)}{h_P(x)} \, dx = \frac{1}{4 \mu^2 \omega_0^2 \tau^2} \left[ \ln (1 - 2 R_A \mu \omega_0 \tau [y_P(\mu) - \hat{z}(\mu)]) - 1 - 2 R_A \mu \omega_0 \tau [y_P(\mu) - z_P(\mu)] \right].
\]
E. A monocentric city versus a polycentric city with \( \omega_0 = \omega_p \). If \( \mu = 1 \), then \( \hat{z} = y_p/3 \) and \( h_0(0) = h_p(z_p) = 4 \left[ \frac{1}{4R_A} - \omega_0 \tau \frac{y_p}{3} \right]^2 \) so that

\[
C_P = 3m \int_0^{\hat{z}} \frac{x}{h_0(x)} \, dx.
\]

Standard calculations yield

\[
\int_0^{\hat{z}} \frac{x}{h_0(x)} \, dx = \frac{1}{4\omega_0^2 \tau^2} \left[ \ln (1 - 4\omega_0 \tau R_A \hat{z}) - 4\omega_0 \tau R_A \hat{z} \right]
= \frac{1}{4\omega_0^2 \tau^2} \left[ \ln \left( 1 + \frac{\omega_0 \tau L}{3mR_A} \right) - \frac{\omega_0 \tau L/3}{mR_A + \omega_0 \tau L/3} \right].
\]

Hence, inserting \( \hat{z} = y_p/3 \) and \( y = y_p \) leads to

\[
C_P = \frac{3m}{4\omega_0^2 \tau^2} \left[ \ln \left( 1 + \frac{\omega_0 \tau L}{3mR_A} \right) - \frac{\omega_0 \tau L/3}{mR_A + \omega_0 \tau L/3} \right].
\]

Notice that \( C_M - C_P \equiv \Delta_C \) with

\[
\Delta_C = \frac{m}{4\omega_0^2 \tau^2} \left[ \ln(1 + \Gamma) - 3 \ln \left( 1 + \frac{\Gamma}{3} \right) - \frac{1}{1 + 1/\Gamma} + \frac{3}{1 + 3/\Gamma} \right],
\]

in which \( \Gamma \equiv \omega_0 \tau L/mR_A \). It is straightforward to check that \( \Delta_C = 0 \), \( \partial \Delta_C / \partial \Gamma = 0 \), and \( \partial^2 \Delta_C / \partial^2 \Gamma > 0 \) when \( \Gamma = 0 \) and \( \Delta_C \to -\infty \) when \( \Gamma \to \infty \). In addition, we have

\[
\frac{\partial \Delta_C}{\partial \Gamma} = \frac{2\Gamma(3 - \Gamma^2)}{(1 + \Gamma)^2(\Gamma + 3)^2}
\]

so that \( \Delta_C = 0 \) has a single solution when \( \Gamma > 0 \), given by \( \Gamma_C \) (with \( \Gamma_C \simeq 3.78 \)). Hence, over the interval \((0, \Gamma_C)\), \( C_M > C_P \) where \( \Delta_C \) achieves its maximum value when \( \Gamma = \sqrt{3} \). Otherwise, \( C_M < C_P \).

In addition, we have \( V_P - V_M \equiv \Delta_V \) with

\[
\Delta_V = \frac{1}{4R_A} \left[ \frac{1}{1 + 1/\Gamma} - \frac{1}{1 + 3/\Gamma} \right] + \zeta \Delta_C.
\]

Some standard calculations show that \( \Delta_V = 0 \) when \( \Gamma = 0 \) and \( \Delta_V \to -\infty \) when \( \Gamma \to \infty \), and

\[
\frac{\partial \Delta_V}{\partial \Gamma} = \frac{(3 - \Gamma^2)(\omega_0 \tau + \zeta L)}{2(1 + \Gamma)^2(\Gamma + 3)^2R_A \omega_0 \tau},
\]

with \( \partial \Delta_V / \partial \Gamma > 0 \) when \( \Gamma = 0 \). As a result, \( \Delta_V = 0 \) has a unique solution over the interval \((0, \infty)\) given by \( \Gamma_V > \Gamma_C \) and \( V_P > V_M \) if and only if \( \Gamma < \Gamma_V \).